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rent block. A processor operationally coupled to the memory
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FIG. 5

Layer 1: QCIF, 15 Hz 96 Kbps

Layer 0: QCIF, 7.5 Hz 64 Kbps
Layer 2: CIF, 15 Hz 256 Kbps

Layer 3: CIF, 15 Hz 512 Kbps
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USING BASE LAYER MOTION
INFORMATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. Provisional Patent
Application No. 61/707,803, entitled “USING BASE
LAYER MOTION INFORMATION” and filed on Sep. 28,
2012, and U.S. Provisional Patent Application No. 61/727,
650, entitled “MERGE LIST CONSTRUCTION WITHOUT
TEMPORAL MOTION VECTOR PREDICTOR” and filed
onNov. 16, 2012, the entire contents of which disclosures are
herewith incorporated by reference.

TECHNICAL FIELD

This disclosure is related to the field of video coding and
compression. More particularly, this disclosure relates to
scalable video coding (SVC).

BACKGROUND

Digital video capabilities can be incorporated into a wide
range of devices, including digital televisions, digital direct
broadcast systems, wireless broadcast systems, personal digi-
tal assistants (PDAs), laptop or desktop computers, tablet
computers, e-book readers, digital cameras, digital recording
devices, digital media players, video gaming devices, video
game consoles, cellular or satellite radio telephones,
so-called “smart phones,” video teleconferencing devices,
video streaming devices, and the like. Digital video devices
implement video coding techniques, such as those described
in the standards defined by MPEG-2, MPEG-4, ITU-TH.263,
ITU-T H.264/MPEG-4, Part 10, Advanced Video Coding
(AVC), the High Efficiency Video Coding (HEVC) standard
presently under development, and extensions of such stan-
dards. The video devices may transmit, receive, encode,
decode, and/or store digital video information by implement-
ing such video coding techniques.

Video compression techniques perform spatial (intra-pic-
ture) prediction and/or temporal (inter-picture) prediction to
reduce or remove redundancy inherent in video sequences.
For block-based video coding, a video slice (i.e., a video
frame or a portion of a video frame) may be partitioned into
video blocks, which may also be referred to as treeblocks,
coding units (CUs) and/or coding nodes. Video blocks in an
intra-coded (I) slice of a picture are encoded using spatial
prediction with respect to reference samples in neighboring
blocks in the same picture. Video blocks in an inter-coded (P
or B) slice of a picture may use spatial prediction with respect
to reference samples in neighboring blocks in the same pic-
ture or temporal prediction with respect to reference samples
in other reference pictures. Pictures may be referred to as
frames, and reference pictures may be referred to as reference
frames.

Spatial or temporal prediction results in a predictive block
for a block to be coded. Residual data represents pixel difter-
ences between the original block to be coded and the predic-
tive block. An inter-coded block is encoded according to a
motion vector that points to a block of reference samples
forming the predictive block, and the residual data indicating
the difference between the coded block and the predictive
block. An intra-coded block is encoded according to an intra-
coding mode and the residual data. For further compression,
the residual data may be transformed from the pixel domainto
a transform domain, resulting in residual transform coeffi-
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cients, which may be quantized. The quantized transform
coefficients may be initially arranged in a two-dimensional
array and scanned in order to produce a one-dimensional
vector of transform coefficients, and entropy coding may be
applied to achieve even more compression.

SUMMARY

The systems, methods, and devices of the invention each
have several aspects, no single one of which is solely respon-
sible for its desirable attributes. Without limiting the scope of
this invention as expressed by the claims which follow, some
features will now be discussed briefly. After considering this
discussion, and particularly after reading the section entitled
“Detailed Description” one will understand how the features
of this invention provide advantages that include improved
communications between access points and stations in a wire-
less network.

One aspect of the disclosure provides an apparatus config-
ured to code video data. The apparatus comprises a memory
configured to store video data associated with a base layer and
an enhancement layer. The base layer may comprise a refer-
ence block and base layer motion information associated with
the reference block. The enhancement layer may comprise a
current block. The apparatus further comprises a processor
operationally coupled to the memory and configured to deter-
mine a position of the base layer motion information in a
candidate list based on a prediction mode in a plurality of
prediction modes used at the enhancement layer. The proces-
sor is further configured to perform a prediction of the current
block based at least in part on the candidate list.

Another aspect of the disclosure provides a method for
decoding video data. The method comprises receiving syntax
elements extracted from an encoded video bit stream. The
method further comprises determining a candidate list for
prediction of a current block based on the syntax elements.
The video data may comprise a base layer and an enhance-
ment layer. The enhancement layer may comprise a current
block. The base layer may comprise a reference block and
base layer motion information associated with the reference
block. The method further comprises determining a position
of'the base layer motion information in a candidate list based
on a prediction mode in a plurality of prediction modes used
at the enhancement layer. The method further comprises per-
forming a prediction of the current block based at least in part
on the candidate list.

Another aspect of the disclosure provides a non-transitory
computer-readable medium having stored thereon code that,
when executed, causes an apparatus to determine a candidate
list for prediction of a current block. The video data may
comprise a base layer and an enhancement layer. The
enhancement layer may comprise a current block. The base
layer may comprise a reference block and base layer motion
information associated with the reference block. The medium
further comprises code that, when executed, causes an appa-
ratus to determine a position of the base layer motion infor-
mation in a candidate list based on a prediction mode in a
plurality of prediction modes used at the enhancement layer.
The medium further comprises code that, when executed,
causes an apparatus to perform a prediction of the current
block based at least in part on the candidate list.

Another aspect of the disclosure provides a video coding
device that codes video data. The video coding device com-
prises means for determining a candidate list for prediction of
a current block. The video data may comprise a base layer and
an enhancement layer. The enhancement layer may comprise
a current block. The base layer may comprise a reference
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block and base layer motion information associated with the
reference block. The video coding device further comprises
means for determining a position of the base layer motion
information in a candidate list based on a prediction mode in
aplurality of prediction modes used at the enhancement layer.
The video coding device further comprises means for per-
forming a prediction of the current block based at least in part
on the candidate list.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram of an illustrative video encoding
and decoding system that may utilize the techniques of this
disclosure.

FIG. 2 is a block diagram of an illustrative video encoder
that may implement techniques of this disclosure.

FIG. 3 is a block diagram of an illustrative video decoder
that may implement techniques of this disclosure.

FIG. 4 is a conceptual diagram showing illustrative video
scalabilities in different dimensions.

FIG. 5 is a conceptual diagram showing an illustrative
scalable video coded bitstream.

FIG. 6 is aconceptual diagram of illustrative access units in
a scalable video coded bitstream.

FIG. 7 is a conceptual diagram that illustrates example
merge candidates.

FIG. 8 is an illustrative example of a merge motion vector
(MV) candidate list.

FIG. 9 illustrates possible locations of co-located BL
blocks from which BL motion information can be taken.

FIG. 10 illustrates an example method for decoding video
data.

FIG. 11 illustrates an example method for encoding video
data.

DETAILED DESCRIPTION

The techniques described in this disclosure are generally
related to scalable video coding (SVC). For example, the
techniques may be related to, and used with or within, a High
Efficiency Video Coding (HEVC) scalable video coding
(SVC) extension. In SVC, there can be multiple layers. A
layer at the very bottom level or lowest level may serve as a
base layer (BL), and the layer at the very top may serve as an
enhanced layer (EL). The “enhanced layer” may be consid-
ered as being synonymous with an “enhancement layer,” and
these terms may be used interchangeably. Layers between the
BL and EL may serve as either or both ELs or BLs. For
instance, a layer may be an EL for the layers below it, such as
the base layer or any intervening enhancement layers, and
also serve as a BL for an enhancement layers above it.

For purposes of illustration, the techniques described in the
disclosure are described using examples where there are only
two layers. One layer can include a lower level layer or
reference layer, and another layer can include a higher level
layer or enhancement layer. For example, the reference layer
can include a base layer or a temporal reference on an
enhancement layer, and the enhancement layer can include an
enhanced layer relative to the reference layer. It should be
understood that the examples described in this disclosure
extend to multiple enhancement layers as well.

Video coding standards can include ITU-T H.261, ISO/
IEC MPEG-1 Visual, ITU-T H.262 or ISO/IEC MPEG-2
Visual, ITU-T H.263, ISO/IEC MPEG-4 Visual and ITU-T
H.264 (also known as ISO/IEC MPEG-4 AVC), including its
SVC and Multiview Video Coding (MVC) extensions. A draft
of MVC is described in “Advanced video coding for generic
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audiovisual services,” ITU-T Recommendation H.264,
March 2010. In addition, HEVC is currently being developed
by the Joint Collaboration Team on Video Coding (JCT-VC)
of ITU-T Video Coding Experts Group (VCEG) and ISO/IEC
Motion Picture Experts Group (MPEG). A draft ofthe HEVC
standard, referred to as “HEVC Working Draft 7” is in docu-
ment HCTVC-11003, Bross et al., “High Efficiency Video
Coding (HEVC) Text Specification Draft 7,” Joint Collabo-
rative Team on Video Coding (JCT-VC) of ITU-T SG16 WP3
and ISO/IEC JTC1/SC29/WG11, 9% Meeting: Geneva, Swit-
zerland, Apr. 27, 2012 to May 7, 2012. This document is
herein incorporated by reference in its entirety.

As described above, in SVC there can be multiple layers
(e.g., BL and EL). In some implementations, information
from a block in a BL can be used to encode or decode a block
in the EL.. For example, two modes, Merge mode Advanced
Motion Vector Prediction (AMVP) mode, which are
described in greater detail below, can use information from
the BL block to encode or decode a block in the EL. In
existing implementations, the information from the BL block
is used in the same way in both Merge mode and AMVP
mode.

However, when designing extensions for HEVC, it may be
desirable to make as few changes to the existing HEVC
framework as possible. For example, designing an extension
such that the information from the BL block is used in a
certain way in Merge mode may not require many changes to
the existing HEVC framework. On the other hand, designing
an extension such that the information from the BL block is
used in the same way in AMVP mode may require several
changes to the existing HEVC framework. Accordingly, the
techniques disclosed herein are directed to extensions that use
information from the BL block when performing the encod-
ing or decoding of a block in the EL. while minimizing the
number of changes made to the existing HEVC framework.

FIG. 1 is a block diagram illustrating an example video
encoding and decoding system that may utilize techniques in
accordance with aspects described in this disclosure. As
shown in FIG. 1, system 10 includes a source device 12 that
can provide encoded video data to be decoded by a destina-
tion device 14. In particular, source device 12 can provide the
video data to destination device 14 via a computer-readable
medium 16. Source device 12 and destination device 14 may
include a wide range of devices, including desktop comput-
ers, notebook (e.g., laptop) computers, tablet computers, set-
top boxes, telephone handsets, such as so-called “smart”
phones, so-called “smart” pads, televisions, cameras, display
devices, digital media players, video gaming consoles, video
streaming device, or the like. Source device 12 and destina-
tion device 14 may be equipped for wireless communication.

Destination device 14 may receive the encoded video data
to be decoded via computer-readable medium 16. Computer-
readable medium 16 may comprise a type of medium or
device capable of moving the encoded video data from source
device 12 to destination device 14. For example, computer-
readable medium 16 may comprise a communication
medium to enable source device 12 to transmit encoded video
data directly to destination device 14 in real-time. The
encoded video data may be modulated according to a com-
munication standard, such as a wireless communication pro-
tocol, and transmitted to destination device 14. The commu-
nication medium may comprise a wireless or wired
communication medium, such as a radio frequency (RF)
spectrum or one or more physical transmission lines. The
communication medium may form part of a packet-based
network, such as a local area network, a wide-area network, or
a global network, such as the Internet. The communication



US 9,392,268 B2

5

medium may include routers, switches, base stations, or other
equipment that may be useful to facilitate communication
from source device 12 to destination device 14.

In some embodiments, encoded data may be output from
output interface 22 to an optional storage device 34. Simi-
larly, encoded data may be accessed from the storage device
34 by input interface 28. The storage device 34 may include
any of a variety of distributed or locally accessed data storage
media, such as a hard drive, Blu-ray discs, DVDs, CD-ROMs,
flash memory, volatile or non-volatile memory, or other digi-
tal storage media for storing video data. The storage device 34
may correspond to a file server or another intermediate stor-
age device that may store the encoded video generated by
source device 12. Destination device 14 may access stored
video data from the storage device 34 via streaming or down-
load. The file server may be a type of server capable of storing
encoded video data and transmitting that encoded video data
to the destination device 14. Example file servers include a
web server (e.g., for a website), an FTP server, network
attached storage (NAS) devices, or a local disk drive. Desti-
nation device 14 may access the encoded video data through
a standard data connection, including an Internet connection.
This may include a wireless channel (e.g., a Wi-Fi connec-
tion), a wired connection (e.g., DSL, cable modem, etc.), ora
combination of both that is suitable for accessing encoded
video data stored on afile server. The transmission of encoded
video data from the storage device 34 may be a streaming
transmission, a download transmission, or a combination
thereof.

The techniques of this disclosure can apply to applications
or settings in addition to wireless applications or settings. The
techniques may be applied to video coding in support of a
variety of multimedia applications, such as over-the-air tele-
vision broadcasts, cable television transmissions, satellite
television transmissions, Internet streaming video transmis-
sions (e.g., dynamic adaptive streaming over HTTP
(DASH)), digital video that is encoded onto a data storage
medium, decoding of digital video stored on a data storage
medium, or other applications. In some embodiments, system
10 may be configured to support one-way or two-way video
transmission to support applications such as video streaming,
video playback, video broadcasting, and/or video telephony.

InFIG. 1, source device 12 includes video source 18, video
encoder 20, and output interface 22. In some cases, output
interface 22 may include a modulator/demodulator (modem)
and/or a transmitter. In source device 12, video source 18 may
include a source such as a video capture device, e.g., a video
camera, a video archive containing previously captured
video, a video feed interface to receive video from a video
content provider, and/or a computer graphics system for gen-
erating computer graphics data as the source video, or a
combination of such sources. As one example, if video source
18 is a video camera, source device 12 and destination device
14 may form so-called camera phones or video phones. How-
ever, the techniques described in this disclosure may be appli-
cable to video coding in general, and may be applied to
wireless and/or wired applications.

The captured, pre-captured, or computer-generated video
may be encoded by video encoder 20. The encoded video data
may be transmitted directly to destination device 14 via out-
put interface 22 of source device 12. The encoded video data
may also (or alternatively) be stored onto storage device 34
for later access by destination device 14 or other devices, for
decoding and/or playback.

Destination device 14 includes input interface 28, video
decoder 30, and display device 32. In some cases, input inter-
face 28 may include a receiver and/or a modem. Input inter-
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face 28 of destination device 14 receives the encoded video
data over link 16. The encoded video data communicated over
link 16, or provided on storage device 34, may include a
variety of syntax elements generated by video encoder 20 for
use by a video decoder, such as video decoder 30, in decoding
the video data. Such syntax elements may be included with
the encoded video data transmitted on a communication
medium, stored on a storage medium, or stored a file server.

Display device 32 may be integrated with, or external to,
destination device 14. In some examples, destination device
14 may include an integrated display device and also be
configured to interface with an external display device. In
other examples, destination device 14 may be a display
device.

Video encoder 20 of source device 12 may be configured to
apply the techniques for coding a bitstream including video
data conforming to multiple standards or standard extensions.
In other embodiments, a source device and a destination
device may include other components or arrangements. For
example, source device 12 may receive video data from an
external video source 18, such as an external camera. Like-
wise, destination device 14 may interface with an external
display device, rather than including an integrated display
device.

System 10 of FIG. 1 is one example system, and techniques
for determining candidates for a candidate list for motion
vector predictors for a current block may be performed by
other digital video encoding and/or decoding devices.
Although generally the techniques of this disclosure can be
performed by a video encoding device, the techniques can be
performed by a combined video encoder/decoder, typically
referred to as a “CODEC.” Moreover, the techniques of this
disclosure can be performed by a video preprocessor. Source
device 12 and destination device 14 are examples of such
coding devices in which source device 12 generates coded
video data for transmission to destination device 14. In some
embodiments, devices 12 and 14 may operate in a substan-
tially symmetrical manner such that each of devices 12 and 14
include video encoding and decoding components. Hence,
system 10 may support one-way or two-way video transmis-
sion between video devices 12 and 14 (e.g., for video stream-
ing, video playback, video broadcasting, or video telephony).

Video source 18 of source device 12 may include a video
capture device, such as a video camera, a video archive con-
taining previously captured video, and/or a video feed inter-
face to receive video from a video content provider. Video
source 18 may generate computer graphics-based data as the
source video, or a combination of live video, archived video,
and computer-generated video. In some embodiments, if
video source 18 is a video camera, source device 12 and
destination device 14 may form so-called camera phones or
video phones. The captured, pre-captured, or computer-gen-
erated video may be encoded by video encoder 20. The
encoded video information may be output by output interface
22 to a computer-readable medium 16.

Computer-readable medium 16 may include transient
media, such as a wireless broadcast or wired network trans-
mission, or storage media (e.g., non-transitory storage
media), such as a hard disk, flash drive, compact disc, digital
video disc, Blu-ray disc, or other computer-readable media. A
network server (not shown) may receive encoded video data
from source device 12 and provide the encoded video data to
destination device 14 (e.g., via network transmission). A
computing device of a medium production facility, such as a
disc stamping facility, may receive encoded video data from
source device 12 and produce a disc containing the encoded
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video data. Therefore, computer-readable medium 16 may be
understood to include one or more computer-readable media
of various forms.

Input interface 28 of destination device 14 can receive
information from computer-readable medium 16. The infor-
mation of computer-readable medium 16 may include syntax
information defined by video encoder 20, which can be used
by video decoder 30, that includes syntax elements that
describe characteristics and/or processing of blocks and other
coded units (e.g., a group of pictures (GOPs)). Display device
32 displays the decoded video data to a user, and may include
any of a variety of display devices, such as a cathode ray tube
(CRT), a liquid crystal display (LCD), a plasma display, a
light emitting diode (LED) display, an organic light emitting
diode (OLED) display, or another type of display device.

Video encoder 20 and video decoder 30 may operate
according to a video coding standard, such as the HEVC
standard presently under development, and may conform to
the HEVC Test Model (HM). Alternatively, video encoder 20
and video decoder 30 may operate according to other propri-
etary or industry standards, such as the ITU-T H.264 stan-
dard, alternatively referred to as MPEG-4, Part 10, Advanced
Video Coding (AVC), or extensions of such standards. The
techniques of this disclosure, however, are not limited to any
particular coding standard. Other examples of video coding
standards include MPEG-2 and ITU-T H.263. Although not
shown in FIG. 1, in some aspects, video encoder 20 and video
decoder 30 may each be integrated with an audio encoder and
decoder, and may include appropriate MUX-DEMUX units,
or other hardware and software, to handle encoding of both
audio and video in a common data stream or separate data
streams. If applicable, MUX-DEMUX units may conform to
the ITU H.223 multiplexer protocol, or other protocols such
as the user datagram protocol (UDP).

Video encoder 20 and video decoder 30 each may be imple-
mented as any of a variety of suitable encoder circuitry, such
as one or more microprocessors, digital signal processors
(DSPs), application specific integrated circuits (ASICs), field
programmable gate arrays (FPGAs), discrete logic, software,
hardware, firmware or any combinations thereof. When the
techniques are implemented partially in software, a device
may store instructions for the software in a non-transitory
computer-readable medium and execute the instructions in
hardware using one or more processors to perform the tech-
niques of this disclosure. Each of video encoder 20 and video
decoder 30 may be included in one or more encoders or
decoders, either of which may be integrated as part of a
CODEC 1in a respective device. A device including video
encoder 20 and/or video decoder 30 may comprise an inte-
grated circuit, a microprocessor, and/or a wireless communi-
cation device, such as a cellular telephone.

The JCT-VC is working on development of the HEVC
standard. The HEVC standardization efforts are based on an
evolving model of a video coding device, referred to as the
HM. The HM presumes several additional capabilities of
video coding devices relative to existing devices according to,
for example, the ITU-T H.264/AVC standard. For example,
whereas H.264 provides nine intra-prediction encoding
modes, the HM may provide as many as thirty-three intra-
prediction encoding modes.

In general, the working model of the HM describes that a
video sequence includes a series of video frames or pictures.
A group of pictures (GOP) generally comprises a series of one
ormore of the video pictures. A GOP may include syntax data
in aheader of the GOP, a header of one or more of the pictures,
or elsewhere, that describes a number of pictures included in
the GOP. Each slice of a picture may include slice syntax data
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that describes an encoding mode for the respective slice.
Video encoder 20 typically operates on video blocks within
individual video slices in order to encode the video data. A
video block may correspond to a coding node within a CU,
which is described in greater detail below. The video blocks
may have fixed or varying sizes, and may differ in size accord-
ing to a specified coding standard.

In this disclosure, “NxN” and “N by N” may be used
interchangeably to refer to the pixel dimensions of a video
block in terms of vertical and horizontal dimensions (e.g.,
16x16 pixels or 16 by 16 pixels). In general, a 16x16 block
will have 16 pixels in a vertical direction (y=16) and 16 pixels
in a horizontal direction (x=16). Likewise, an NxN block
generally has N pixels in a vertical direction and N pixels in a
horizontal direction, where N represents a nonnegative inte-
ger value. The pixels in a block may be arranged in rows and
columns. Moreover, blocks need not necessarily have the
same number of pixels in the horizontal direction as in the
vertical direction. For example, blocks may comprise NxM
pixels, where M is not necessarily equal to N. As used herein,
the term “block™ refers to any of a CU, PU, or TU, in the
context of HEVC, or similar data structures in the context of
other standards (e.g., macroblocks and sub-blocks thereof in
H.264/AVC). In addition, as used herein, the term “video
block” refers to a coding node of a CU. In some specific cases,
this disclosure may also use the term “video block™ to refer to
atreeblock (e.g., an LCU, or a CU that includes a coding node
and PUs and TUs).

A video frame or picture may be divided into a sequence of
treeblocks (e.g., coding trees or LCUs) that include both luma
and chroma coding blocks. Syntax data within a bitstream
may define a size for the LCU, which is a largest coding unit
in terms of the number of pixels. A slice includes a number of
consecutive treeblocks in coding order. A video frame or
picture may be partitioned into one or more slices. Each
treeblock may be split into CUs according to a quadtree (e.g.,
each treeblock may be split into four CUs). A CU may be
formed from a luma coding block, two chroma coding blocks,
and associated syntax data. In general, a quadtree data struc-
ture includes one node per CU, with a root node correspond-
ing to the treeblock. If a CU is split into four sub-CUs, the
node corresponding to the CU includes four leaf nodes, each
of which corresponds to one of the sub-CUs. Thus, a tree-
block may be split into four child nodes (e.g., CUs), and each
child node may in turn be a parent node and be split into
another four child nodes (e.g., sub-CUs).

Each node of the quadtree data structure may provide syn-
tax data for the corresponding CU. For example, a node in the
quadtree may include a split flag, indicating whether the CU
corresponding to the node is split into sub-CUs. Syntax ele-
ments for a CU may be defined recursively, and may depend
on whether the CU is split into sub-CUs. If a CU is not split
further, it is referred as a leaf-CU. In this disclosure, four
sub-CUs of a leaf-CU will also be referred to as leaf-CUs even
if there is no explicit splitting of the original leaf-CU. For
example, ifa CU at 16x16 size is not split further, the four 8x8
sub-CUs will also be referred to as leaf-CUs although the
16x16 CU was never split. Syntax data associated with a
coded bitstream may define a maximum number of times a
treeblock may be split (referred to as a maximum CU depth)
and may also define a minimum size of the coding nodes
(referred to as a smallest coding unit (SCU)).

A CU has a similar purpose as a MB of'the H.264 standard,
except that a CU does not have a size distinction. A CU
includes a coding node. A size of the CU corresponds to a size
of the coding node and must be square in shape. The size of
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the CU may range from 8x8 pixels up to the size of the
treeblock, with a maximum of 64x64 pixels or greater.

Each leaf-CU may contain one or more PUs and one or
more TUs. A PU describes a partition of a CU for the predic-
tion of pixel values. Syntax data associated with a CU may
describe, for example, partitioning of the CU into one or more
PUs. Partitioning modes may differ between whether the CU
is skip or direct mode encoded, intra-prediction mode
encoded, or inter-prediction mode encoded. A PU may be
square or non-square (e.g., rectangular) in shape.

In general, a PU represents a spatial area corresponding to
all or a portion of the corresponding CU, and may include
data for retrieving a reference sample for the PU. Moreover, a
PU includes data related to the prediction process. For
example, when the PU is intra-mode encoded, data for the PU
may be included in a residual quadtree (RQT). The RQT may
include data describing an intra-prediction mode for a TU
corresponding to the PU. As another example, when the PU is
inter-mode encoded, the PU may include data defining one or
more motion vectors for the PU. The data defining the motion
vector for a PU may describe, for example, a horizontal
component of the motion vector, a vertical component of the
motion vector, a resolution for the motion vector (e.g., one-
quarter pixel precision or one-eighth pixel precision), a ref-
erence picture to which the motion vector points, and/or a
reference picture list (e.g., List 0, List 1, or List C) for the
motion vector.

As an example, the HM supports prediction in various PU
sizes. Assuming thatthe size of a particular CU is 2Nx2N;, the
HM supports intra-prediction in PU sizes of 2Nx2N or NxN,
and inter-prediction in symmetric PU sizes of 2Nx2N, 2NxN,
Nx2N, or NxN. The HM also supports asymmetric partition-
ing for inter-prediction in PU sizes of 2NxnU, 2NxnD,
nl.x2N, and nRx2N. In asymmetric partitioning, one direc-
tion of a CU is not partitioned, while the other direction is
partitioned into 25% and 75%. The portion of the CU corre-
sponding to the 25% partition is indicated by an “n” followed
by an indication of “Up”, “Down,” “Left,” or “Right.” Thus,
for example, “2NxnU” refers to a 2Nx2N CU that is parti-
tioned horizontally witha 2Nx0.5N PU on top and a 2Nx1.5N
PU on bottom.

Following intra-predictive or inter-predictive coding using
the PUs of a CU, video encoder 20 may calculate residual data
for the TUs of the CU. The residual data may correspond to
pixel differences between pixels of the unencoded (e.g., origi-
nal) picture and prediction values corresponding to the PUs.
A TU represents the units of a CU that are spatially trans-
formed using a transform (e.g., a discrete cosine transform
(DCT), an integer transform, a wavelet transform, or a con-
ceptually similar transform). Syntax data associated with a
CU may describe, for example, partitioning of the CU into
one or more TUs. In some aspects, the CU may be partitioned
into one or more TUs according to a quadtree. A TU may be
square or non-square (e.g., rectangular) in shape.

The TUs may be specified using an RQT (also referred to as
a TU quadtree structure), as discussed above. For example, a
split flag may indicate whether a leaf-CU is split into four
TUs. Then, each TU may be split further into sub-TUs. When
a TU is not split further, it may be referred to as a leaf-TU.

Generally, for intra coding, all the leaf-TUs belonging to a
leaf-CU share the same intra-prediction mode. That is, the
same intra-prediction mode is generally applied to calculate
predicted values for all TUs of a leaf-CU. For intra coding,
video encoder 20 may calculate residual data for each leaf-TU
using the intra-prediction mode. A TU is not necessarily
limited to the size of a PU. Thus, a TU may be the same size,
larger, or smaller than a PU. For intra coding, a PU may be
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co-located with a corresponding leaf-TU for the same CU. In
some examples, the maximum size of a leaf-TU may corre-
spond to the size of the corresponding leaf-CU.

As described above, the PUs may comprise syntax data
describing a method or mode of generating predictive pixel
data in the spatial domain (also referred to as the pixel
domain). In addition, the TUs may comprise coefficients in
the transform domain once a transform as described above is
applied to the calculated residual data. For example, video
encoder 20 may form the TUs by including the residual data,
and then transform the TUss to produce transform coefficients
for the CU.

Following any transforms to produce transform coeffi-
cients, video encoder 20 may perform quantization of the
transform coefficients. Quantization generally refers to a pro-
cess in which transform coefficients are quantized to possibly
reduce the amount of data used to represent the coefficients,
providing further compression. The quantization process may
reduce the bit depth associated with some or all of the coef-
ficients. For example, an n-bit value may be rounded down to
an m-bit value during quantization, where n is greater than m.

Following quantization, video encoder 20 may scan the
transform coefficients, producing a one-dimensional vector
from the two-dimensional matrix including the quantized
transform coefficients. The scan may be designed to place
higher energy (and therefore lower frequency) coefficients at
the front of the array and to place lower energy (and therefore
higher frequency) coefficients at the back of the array. In
some examples, video encoder 20 may utilize a predefined
scan order to scan the quantized transform coefficients to
produce a serialized vector that can be entropy encoded. In
other examples, video encoder 20 may perform an adaptive
scan. After scanning the quantized transform coefficients to
form a one-dimensional vector, video encoder 20 may
entropy encode the one-dimensional vector (e.g., according
to context-adaptive variable length coding (CAVLC), con-
text-adaptive binary arithmetic coding (CABAC), syntax-
based context-adaptive binary arithmetic coding (SBAC),
Probability Interval Partitioning Entropy (PIPE) coding or
another entropy encoding methodology). Video encoder 20
may also entropy encode syntax elements associated with the
encoded video data for use by video decoder 30 in decoding
the video data.

To perform CABAC, video encoder 20 may assign a con-
text within a context model to a symbol to be transmitted. The
context may relate to, for example, whether neighboring val-
ues of the symbol are non-zero or not. To perform CAVLC,
video encoder 20 may select a variable length code for a
symbol to be transmitted. Codewords in VL.C may be con-
structed such that relatively shorter codes correspond to more
probable symbols, while longer codes correspond to less
probable symbols. In this way, the use of VL.C may achieve a
bit savings over, for example, using equal-length codewords
for each symbol to be transmitted. The probability determi-
nation may be based on a context assigned to the symbol.

Video encoder 20 may further send syntax data, such as
block-based syntax data, frame-based syntax data, and/or
GOP-based syntax data, to video decoder 30 (e.g., in a frame
header, a block header, a slice header, or a GOP header). The
GOP-based syntax data may describe a number of frames in
the respective GOP, and the frame-based syntax data may
indicate an encoding/prediction mode used to encode the
corresponding frame.

Inaccordance with the techniques of this disclosure, source
device 12 and destination device 14 may be configured to
receive original, non-downsampled information for a lower
level layer block (e.g., a BL block), and predict information
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for a higher level layer block (e.g., an EL block) based on the
original, non-downsampled information for the lower level
layer block. In some examples, after predicting the informa-
tion for the higher level layer block, source device 12 may
downsample the information for the lower level layer block.

Source device 12 and destination device 14 may determine
a location of a sub-block within the lower level layer block,
and derive information from the sub-block within the lower
level block. In this example, source device 12 and destination
device 14 may predict information for the higher level layer
block based on the derived information. The information may
be motion information, intra-prediction mode, or other types
of information (e.g., non-image information associated with
blocks). The motion information may include a motion vec-
tor, a reference index, inter direction information, and/or the
like.

The emerging HEVC working draft (WD) may be consid-
ered in view of the above discussion of H.264/AVC. In the
HEVC WD, there are two modes for the prediction of motion
parameters. One mode may be referred to as a “Merge mode,”
while the other mode may be referred to as an “advanced
motion vector prediction” mode or “AMVP mode.”

The Merge mode is similar to the AMVP mode, except that
motion information for the current block may be inferred
from motion information of neighboring or temporal blocks.
In other words, Merge mode is a video coding mode in which
motion information (e.g., motion vectors, reference frame
indexes, prediction directions, or other information) of a
neighboring or temporal video block are inherited for a cur-
rent video block being coded. When Merge mode is utilized,
a merge list is constructed based upon information associated
with various video blocks spatially and temporally neighbor-
ing a current video block that is being coded (e.g., encoded or
decoded). The merge list typically includes a predetermined
number of entries. For example, in HEVC, the merge list
typically includes no more than five entries. Unlike in the
AMVP mode, the reference index may not be signaled by the
source device 12 in the Merge mode. Rather, one of five
neighbors in the merge list may provide the motion informa-
tion: a left top neighbor (e.g., the top-most left neighbor, also
referred to as the left neighbor), a top left neighbor (e.g., the
left-most top neighbor, also referred to as the top neighbor), a
top right neighbor (e.g., the right-most top neighbor), a bot-
tom left neighbor (e.g., the bottom-most left neighbor), or
co-located block from a temporally adjacent frame (e.g., a
block co-located with the center of the current block). A flag
or index value may be used to identify the block from which
the current block inherits its motion information (e.g., top
neighbor, top right neighbor, left neighbor, left bottom neigh-
bor, or co-located block from a temporally adjacent frame).

In the AMVP mode, a list of motion vector predictors is
created from spatial and/or temporal neighbors of a block that
can be used for motion prediction. In other words, in motion
vector prediction, the motion vector of a neighboring video
block is used in the coding of a current video block. For
example, blocks that spatially neighbor the current block to
the top and to the left may provide motion vector predictors
for the list. In addition, a co-located block that temporally
neighbors the current block may also provide a motion vector
predictor for the list. In some embodiments, predictive coding
of motion vectors is applied to reduce the amount of data
needed to communicate the motion vector. For example,
rather than encoding and communicating the motion vector
itself, the encoder encodes and communicates a motion vec-
tor difference (MVD) relative to a known (or knowable)
motion vector. AMVP allows for many possible candidates
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for defining the MVD. In other embodiments, the predictors
may be motion vectors from the spatial and/or temporal
neighbors.

In an embodiment, both Merge and AMVP modes build a
candidate list for reference picture list zero (e.g., RefPicList0
or List 0) and a candidate list for reference picture list one
(e.g., RefPicListl or List 1). In some embodiments, the
Merge and/or AMVP modes also build a candidate list for
reference picture list ¢ (e.g., RefPicListC or List C). Each of
these reference picture lists may be used for uni-directional or
bi-directional prediction and specify a list of potential pic-
tures or frames used for performing temporal and/or spatial
motion prediction.

A candidate of AMVP to be used for the coding of motion
parameters are from spatial and temporal neighboring blocks.
In the AMVP mode, the reference index values are signaled.
In an embodiment, in the AMVP mode, a first list (e.g.,
RefPicList0 or List 0) may include motion vector predictors
from spatial neighbors to the top, a second list (e.g., RefPi-
cList1 or List 1) may include motion vector predictors from
spatial neighbors to the left, and a third list (e.g., RefPicListC
or List C) may include a motion vector predictor from a
temporal neighbor.

In an embodiment, in the AMVP mode, the source device
12 (e.g., the motion estimation unit 42 of the video encoder
20, as described below with respect to FIG. 2) may select one
motion vector predictor from a block in the group of blocks
that spatially neighbor the current block to the top based on
motion information. For example, the motion vector predictor
of a block may be chosen if the motion vector in the block
points to the same reference picture as the current block. If all
the blocks in the group have been analyzed and none of the
motion vectors point to the same reference picture as the
current block, the motion vector of the last block analyzed
may be scaled. The motion vector may be scaled based on the
picture order count (POC) distance between the current pic-
ture and the reference picture of the last analyzed block and
the POC distance between the current picture and the refer-
ence picture of the current block. The source device 12 may
select one motion vector predictor of a block in the group of
blocks that spatially neighbor the current block to the left in
the same manner. Once a motion predictor vector has been
selected from the group of blocks that spatially neighbor the
current block to the top and from the group of blocks that
spatially neighbor the current block to the left, the source
device 12 (e.g., the video encoder 20) may then select one of
the final three motion vector predictors (e.g., the motion vec-
tor predictor from the block that spatially neighbors the cur-
rent block to the top, the motion vector predictor from the
block that spatially neighbors the current block to the left, and
the motion vector predictor from the block that temporally
neighbors the current block). A reference index may be sig-
naled (e.g., transmitted by the source device 12 via the com-
puter-readable medium 16 or included in the encoded video
bitstream as described below) to indicate which of the final
three motion vector predictors was selected and that should be
used when decoding. If one of the three motion vector pre-
dictors is not available (e.g., because the neighboring blocks
are intra-coded, and thus have no motion information), then
the source device 12 chooses from fewer than three motion
vector predictors.

Inthe Merge mode, reference index values are not signaled
since the current PU shares the reference index values of the
chosen candidate motion vector predictor. In some instances,
the Merge mode may be implemented such that only one
candidate list is created.
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In the Merge mode, individual motion parameters are
transmitted for each inter PU. In order to achieve a potentially
improved coding efficiency, the block merging process is
utilized to select the best motion vector predictor in a so-
called Merge mode.

FIG. 2 is ablock diagram illustrating an example of a video
encoder that may implement techniques in accordance with
aspects described in this disclosure. Video encoder 20 may be
configured to perform any or all of the techniques of this
disclosure. For example, mode select unit 40 (e.g., motion
estimation unit 42) may be configured to insert motion infor-
mation from a BL into a specific slot in a candidate list based
on the mode being used, as described in greater detail below.
However, aspects of this disclosure are not so limited. In some
examples, the techniques described in this disclosure may be
shared among the various components of video encoder 20. In
some examples, in addition to or instead of, a processor (not
shown) may be configured to perform any or all of the tech-
niques described in this disclosure.

Video encoder 20 may perform intra- and inter-coding of
video blocks within video slices. Intra-coding relies on spatial
prediction to reduce or remove spatial redundancy in video
within a given video frame or picture. Inter-coding relies on
temporal prediction to reduce or remove temporal redun-
dancy in video within adjacent frames or pictures of a video
sequence. Intra-mode (I mode) may refer to any of several
spatial based coding modes. Inter-modes, such as urn-direc-
tional prediction (P mode) or bi-prediction (B mode), may
refer to any of several temporal-based coding modes.

As shown in FIG. 2, video encoder 20 receives a current
video block within a video frame to be encoded. In the
example of FIG. 2, video encoder 20 includes mode select
unit 40, reference picture memory 64, summer 50, transform
processing unit 52, quantization unit 54, and entropy encod-
ing unit 56. Mode select unit 40, in turn, includes motion
estimation unit 42, motion compensation unit 44, intra-pre-
diction unit 46, and partition unit 48. For video block recon-
struction, video encoder 20 also includes inverse quantization
unit 58, inverse transform unit 60, and summer 62. A deblock-
ing filter (not shown in FIG. 2) may also be included to filter
block boundaries to remove blockiness artifacts from recon-
structed video. If desired, the deblocking filter would typi-
cally filter the output of summer 62. Additional filters (in loop
or post loop) may also be used in addition to the deblocking
filter. Such filters are not shown for brevity, but if desired, may
filter the output of summer 50 (as an in-loop filter).

During the encoding process, video encoder 20 receives a
video frame or slice to be coded. The frame or slice may be
divided into multiple video blocks. Motion estimation unit 42
and motion compensation unit 44 perform inter-predictive
coding of the received video block relative to one or more
blocks in one or more reference frames to provide temporal
prediction. Intra-prediction unit 46 may alternatively perform
intra-predictive coding of the received video block relative to
one or more neighboring blocks in the same frame or slice as
the block to be coded to provide spatial prediction. Video
encoder 20 may perform multiple coding passes (e.g., to
select an appropriate coding mode for each block of video
data).

Moreover, partition unit 48 may partition blocks of video
data into sub-blocks, based on an evaluation of previous par-
titioning schemes in previous coding passes. For example,
partition unit 48 may initially partition a frame or slice into
LCUs, and partition each of the LCUs into sub-CUs based on
a rate-distortion analysis (e.g., rate-distortion optimization).
Mode select unit 40 (e.g., partition unit 48) may further pro-
duce a quadtree data structure indicative of partitioning of an
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LCU into sub-CUs. As described above, leaf-CUs of the
quadtree may include one or more PUs and one or more TUSs.

Mode select unit 40 may select one of the coding modes
(e.g., intra or inter) based on error results, and provide the
resulting intra- or inter-coded block to summer 50 to generate
residual block data and to summer 62 to reconstruct the
encoded block for use as a reference frame. Mode select unit
40 also provides syntax elements, such as motion vectors,
intra-mode indicators, partition information, and other such
syntax information, to entropy encoding unit 56.

Motion estimation unit 42 and motion compensation unit
44 can be highly integrated, but are illustrated separately for
conceptual purposes. Motion estimation or the prediction of
motion information, performed by motion estimation unit 42,
is the process of generating motion vectors, which estimate
motion for video blocks. A motion vector, for example, may
indicate the displacement of a PU of a video block within a
current video frame or picture relative to a predictive block
within a reference frame (or other coded unit) relative to the
current block being coded within the current frame (or other
coded unit). A predictive block is a block that is found to
closely match the block to be coded, in terms of pixel difter-
ence, which may be determined by sum of absolute difference
(SAD), sum of square difference (SSD), or other difference
metrics. In some examples, video encoder 20 may calculate
values for sub-integer pixel positions of reference pictures
stored in reference picture memory 64. For example, video
encoder 20 may interpolate values of one-quarter pixel posi-
tions, one-eighth pixel positions, or other fractional pixel
positions of the reference picture. Therefore, motion estima-
tion unit 42 may perform a motion search relative to the full
pixel positions and fractional pixel positions and output a
motion vector with fractional pixel precision.

Motion estimation unit 42 calculates a motion vector for a
PU of'a video block in an inter-coded slice by comparing the
position of the PU to the position of a predictive block of a
reference picture. The reference picture may be selected from
a first reference picture list (e.g., List 0), a second reference
picture list (e.g., List 1), or a third reference picture list (e.g.,
List C), each of which identify one or more reference pictures
stored in reference picture memory 64. As described above,
the reference picture may be selected based on the motion
information of blocks that spatially and/or temporally neigh-
bor the PU. The selected reference picture may be identified
by a reference index. In addition, the motion estimation unit
42 determines candidates for a Merge mode and/or an AMVP
candidate list (e.g., BL. motion information, as described in
greater detail below), including the order in which candidates
are presented in the list (e.g., the order of the reference pic-
tures in the reference picture lists). Motion estimation unit 42
sends the calculated motion vector and/or the reference index
to entropy encoding unit 56 and/or motion compensation unit
44.

Motion compensation, performed by motion compensa-
tion unit 44, may involve fetching or generating the predictive
block based on the motion vector determined by motion esti-
mation unit 42. Upon receiving the motion vector for the PU
of'the current video block, motion compensation unit 44 may
locate the predictive block to which the motion vector points
in one of the reference picture lists. Summer 50 forms a
residual video block by subtracting pixel values of the pre-
dictive block from the pixel values of the current video block
being coded, forming pixel difference values, as discussed
below. In some embodiments, motion estimation unit 42 can
perform motion estimation relative to luma components, and
motion compensation unit 44 can use motion vectors calcu-
lated based on the luma components for both chroma com-
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ponents and luma components. Mode select unit 40 may
generate syntax elements associated with the video blocks
and the video slice for use by video decoder 30 in decoding
the video blocks of the video slice.

Intra-prediction unit 46 may intra-predict a current block,
as an alternative to the inter-prediction performed by motion
estimation unit 42 and motion compensation unit 44, in some
embodiments. In particular, intra-prediction unit 46 may
determine an intra-prediction mode to use to encode a current
block. In some examples, intra-prediction unit 46 may encode
a current block using various intra-prediction modes (e.g.,
during separate encoding passes) and intra-prediction unit 46
(or mode select unit 40, in some examples) may select an
appropriate intra-prediction mode to use from the tested
modes.

For example, intra-prediction unit 46 may calculate rate-
distortion values using a rate-distortion analysis for the vari-
ous tested intra-prediction modes, and select the intra-predic-
tion mode having the best rate-distortion characteristics
among the tested modes. Rate-distortion analysis generally
determines an amount of distortion (or error) between an
encoded block and an original, unencoded block that was
encoded to produce the encoded block, as well as a bitrate
(that is, a number of bits) used to produce the encoded block.
Intra-prediction unit 46 may calculate ratios from the distor-
tions and rates for the various encoded blocks to determine
which intra-prediction mode exhibits the best rate-distortion
value for the block.

After selecting an intra-prediction mode for a block, intra-
prediction unit 46 may provide information indicative of the
selected intra-prediction mode for the block to entropy
encoding unit 56. Entropy encoding unit 56 may encode the
information indicating the selected intra-prediction mode.
Video encoder 20 may include in the transmitted bitstream
configuration data, which may include a plurality of intra-
prediction mode index tables and a plurality of modified
intra-prediction mode index tables (also referred to as code-
word mapping tables), definitions of encoding contexts for
various blocks, and indications of a most probable intra-
prediction mode, an intra-prediction mode index table, and a
modified intra-prediction mode index table to use for each of
the contexts.

As described above, video encoder 20 forms a residual
video block by subtracting the prediction data provided by
mode select unit 40 from the original video block being
coded. Summer 50 represents the component or components
that perform this subtraction operation. Transform processing
unit 52 applies a transform, such as a DCT or a conceptually
similar transform (e.g., wavelet transforms, integer trans-
forms, sub-band transforms, etc.), to the residual block, pro-
ducing a video block comprising residual transform coeffi-
cient values. The transform may convert the residual
information from a pixel value domain to a transform domain,
such as a frequency domain. Transform processing unit 52
may send the resulting transform coefficients to quantization
unit 54. Quantization unit 54 quantizes the transform coeffi-
cients to further reduce bit rate. The quantization process may
reduce the bit depth associated with some or all of the coef-
ficients. The degree of quantization may be modified by
adjusting a quantization parameter. In some examples, quan-
tization unit 54 may then perform a scan of the matrix includ-
ing the quantized transform coefficients. Alternatively,
entropy encoding unit 56 may perform the scan.

Following quantization, entropy encoding unit 56 entropy
codes the quantized transform coefficients. For example,
entropy encoding unit 56 may perform CAVLC, CABAC,
SBAC, PIPE coding, or another entropy coding technique. In
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the case of context-based entropy coding, context may be
based on neighboring blocks. Following the entropy coding
by entropy encoding unit 56, the encoded bitstream may be
transmitted to another device (e.g., video decoder 30) or
archived for later transmission or retrieval.

Inverse quantization unit 58 and inverse transform unit 60
apply inverse quantization and inverse transformation,
respectively, to reconstruct the residual block in the pixel
domain (e.g., for later use as a reference block). Motion
compensation unit 44 may calculate a reference block by
adding the residual block to a predictive block of one of the
frames stored in reference picture memory 64. Motion com-
pensation unit 44 may also apply one or more interpolation
filters to the reconstructed residual block to calculate sub-
integer pixel values for use in motion estimation. Summer 62
adds the reconstructed residual block to the motion compen-
sated prediction block produced by motion compensation
unit 44 to produce a reconstructed video block for storage in
reference picture memory 64. The reconstructed video block
may be used by motion estimation unit 42 and motion com-
pensation unit 44 as a reference block to inter-code a block in
a subsequent video frame.

FIG. 3 is a block diagram illustrating an example of a video
decoder that may implement techniques in accordance with
aspects described in this disclosure. Video decoder 30 may be
configured to perform any or all of the techniques of this
disclosure. For example, the motion compensation unit 72
may be configured to insert motion information from a BL
into a specific slot in a candidate list based on the mode being
used, as described in greater detail below. However, aspects
of this disclosure are not so limited. In some examples, the
techniques described in this disclosure may be shared among
the various components of video decoder 30. In some
examples, in addition to or instead of, a processor (not shown)
may be configured to perform any or all of the techniques
described in this disclosure.

In the example of FIG. 3, video decoder 30 includes an
entropy decoding unit 70, motion compensation unit 72, intra
prediction unit 74, inverse quantization unit 76, inverse trans-
formation unit 78, reference picture memory 82, and summer
80. Video decoder 30 may, in some examples, perform a
decoding pass generally reciprocal to the encoding pass
described with respect to video encoder 20 (FIG. 2). Motion
compensation unit 72 may generate prediction data based on
motion vectors received from entropy decoding unit 70, while
intra-prediction unit 74 may generate prediction data based
on intra-prediction mode indicators received from entropy
decoding unit 70.

During the decoding process, video decoder 30 receives an
encoded video bitstream that represents video blocks of an
encoded video slice and associated syntax elements from
video encoder 20. Entropy decoding unit 70 of video decoder
30 entropy decodes the bitstream to generate quantized coef-
ficients, motion vectors or intra-prediction mode indicators,
and/or other syntax elements. Entropy decoding unit 70 for-
wards the motion vectors and other syntax elements to motion
compensation unit 72. Video decoder 30 may receive the
syntax elements at the video slice level and/or the video block
level.

When the video slice is coded as an intra-coded (I) slice,
intra prediction unit 74 may generate prediction data for a
video block of the current video slice based on a signaled intra
prediction mode and data from previously decoded blocks of
the current frame or picture. When the video frame is coded as
aninter-coded (e.g., B, P or GPB) slice, motion compensation
unit 72 produces predictive blocks for a video block of the
current video slice based on the motion vectors and other
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syntax elements received from entropy decoding unit 70. The
predictive blocks may be produced from one of the reference
pictures within one of the reference picture lists. Video
decoder 30 (e.g., the motion compensation unit 72) may
construct the reference picture lists, List 0, List 1, and/or List
C, using default construction techniques based on reference
pictures stored in reference picture memory 82. Motion com-
pensation unit 72 determines prediction information for a
video block of the current video slice by parsing the motion
vectors and other syntax elements, and uses the prediction
information to produce the predictive blocks for the current
video block being decoded. For example, motion compensa-
tion unit 72 uses some of the received syntax elements to
determine a prediction mode (e.g., intra- or inter-prediction)
used to code the video blocks of the video slice, an inter-
prediction slice type (e.g., B slice, P slice, or GPB slice),
construction information for one or more of the reference
picture lists for the slice, motion vectors for each inter-en-
coded video block of the slice, inter-prediction status for each
inter-coded video block ofthe slice, and/or other information
to decode the video blocks in the current video slice. In
addition, the motion compensation unit 72 determines candi-
dates for a Merge mode and/or an AMVP candidate list (e.g.,
BL motion information, as described in greater detail below),
including the order in which candidates are presented in the
list (e.g., the order of the reference pictures in the reference
picture lists), if inter-prediction is used to code the video
blocks.

Motion compensation unit 72 may also perform interpola-
tion based on interpolation filters. Motion compensation unit
72 may use interpolation filters as used by video encoder 20
during encoding of the video blocks to calculate interpolated
values for sub-integer pixels of reference blocks. In this case,
motion compensation unit 72 may determine the interpola-
tion filters used by video encoder 20 from the received syntax
elements and use the interpolation filters to produce predic-
tive blocks.

Inverse quantization unit 76 inverse quantizes (e.g., de-
quantizes) the quantized transform coefficients provided in
the bitstream and decoded by entropy decoding unit 70. The
inverse quantization process may include use of a quantiza-
tion parameter QP ;. calculated by video encoder 20 for each
video block in the video slice to determine a degree of quan-
tization and, likewise, a degree of inverse quantization that
should be applied.

Inverse transform unit 78 applies an inverse transform
(e.g., an inverse DCT), an inverse integer transform, or a
conceptually similar inverse transform process, to the trans-
form coefficients in order to produce residual blocks in the
pixel domain.

In some cases, inverse transform unit 78 may apply a
2-dimensional (2-D) inverse transform (in both the horizontal
and vertical direction) to the coefficients. According to the
techniques of this disclosure, inverse transform unit 78 may
instead apply a horizontal 1-D inverse transform, a vertical
1-D inverse transform, or no transform to the residual data in
each of the TUs. The type of transform applied to the residual
data at video encoder 20 may be signaled to video decoder 30
to apply an appropriate type of inverse transform to the trans-
form coefficients.

After motion compensation unit 72 generates the predic-
tive block for the current video block based on the motion
vectors and other syntax elements, video decoder 30 forms a
decoded video block by summing the residual blocks from
inverse transform unit 78 with the corresponding predictive
blocks generated by motion compensation unit 72. Summer
80 represents the component or components that perform this

10

15

20

25

30

35

40

45

50

55

60

65

18

summation operation. If desired, a deblocking filter may also
be applied to filter the decoded blocks in order to remove
blockiness artifacts. Other loop filters (either in the coding
loop or after the coding loop) may also be used to smooth
pixel transitions, or otherwise improve the video quality. The
decoded video blocks in a given frame or picture are then
stored in reference picture memory 82, which stores reference
pictures used for subsequent motion compensation. Refer-
ence picture memory 82 also stores decoded video for later
presentation on a display device, such as display device 32 of
FIG. 1.

FIG. 4 is a conceptual diagram showing example scalabili-
ties in different dimensions. The scalabilities shown are
enabled in three dimensions: spatial, temporal, and signal-to-
noise. In the temporal dimension illustrated in FIG. 4, frame
rates with 7.5 Hz, 15 Hz or 30 Hz can be supported by
temporal scalability (T). When spatial scalability (S) is sup-
ported, different video resolutions such as QCIF, CIF, 4CIF,
or other resolutions may be enabled. For each specific spatial
resolution and frame rate, the SNR (Q) layers can be added to
improve the picture quality. SNR scalability is also referred as
quality scalability. Once video content has been encoded in
such a scalable way, an extractor tool may beused to adapt the
actual delivered content according to application require-
ments, which are dependent, for example, on the clients or the
transmission channel, or other device or environmental char-
acteristics.

In the example shown in FIG. 4, each cube contains the
pictures with the same frame rate (temporal layer), spatial
resolution (spatial layer) and SNR (quality layer). For
example, cubes 402 and 404 contain pictures with the same
resolution and SNR, but different frame rates. Cubes 402 and
408 are only in the same spatial layer; cubes 402 and 408 have
the same resolution but different frame rates and SNRs.
Cubes 402 and 406 are only in the same quality layer; they
have the same SNR, but different frame rates and resolutions.

Better representation can be achieved by adding those
cubes (pictures) in any dimension. Combined scalability is
supported when there are two, three, or even more scalabili-
ties enabled. For example, by combining the pictures in cubes
402 with those in 404, ahigher frame rate may be realized. By
combining the pictures in cubes 404 with those in 408, a
better SNR may be realized.

In some scalable video coding systems, the pictures with
the lowest spatial and quality layer may be compatible with
H.264/AVC. The pictures at the lowest temporal level form
the temporal base layer, which can be enhanced with pictures
at higher temporal levels. In addition to the H.264/AVC com-
patible layer, several spatial and/or SNR enhancement layers
can be added to provide spatial and/or quality scalabilities.
Each spatial or SNR enhancement layer itself may be tempo-
rally scalable, with the similar temporal scalability structure
as the H.264/AVC compatible layer. For one spatial or SNR
enhancement layer, the lower layer it depends on is also
referred as the base layer of that specific spatial or SNR
enhancement layer.

FIG. 5 is a conceptual diagram showing an example scal-
able video coded bitstream. In the example coding structure
shown, the pictures with the lowest spatial and quality layers
(pictures in base layer 502 and enhancement layer 504, which
provide QCIF resolution) are compatible with H.264/AVC.
Among them, those pictures of the lowest temporal level form
the temporal base layer 502. This temporal base layer 502 can
be enhanced with pictures of higher temporal levels, such as
enhancement layer 504. In addition to the H.264/AVC com-
patible layer 502, several spatial and/or SNR enhancement
layers can be added to provide spatial and/or quality scalabili-
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ties. For instance, enhancement layer 506 in the example can
be added. Enhancement layer 506 may be a CIF representa-
tion with the same resolution. Additional enhancement layers
may also be added, such as enhancement layers 508 and 510.
In the example, enhancement layer 508 may be an SNR
enhancement layer. As shown in the example, each enhance-
ment layer (e.g., a spatial or SNR enhancement layer) itself
may be temporally scalable, with the same temporal scalabil-
ity structure as the H.264/AVC compatible layer. Also, an
enhancement layer can enhance both spatial resolution and
frame rate. For example, enhancement layer 510 provides a
4CIF enhancement layer, which further increases the frame
rate from 15 Hz to 30 Hz.

FIG. 6 is a conceptual diagram showing example access
units in a scalable video coded bitstream 600. In some
embodiments, as shown, the coded layers in the same time
instance are successive in the bitstream order and form one
access unit in the context of SVC. Those SVC access units
then follow the decoding order, which could be different from
the display order and decided e.g., by the temporal prediction
relationship. For example, an access unit 610 consisting of all
four layers 612, 614, 616, and 618 for frame 0 (e.g., for frame
0 as illustrated in FIG. 5) may be followed by an access unit
620 consisting of all four layers 622, 624, 626, 628 for frame
4 (e.g., for frame 4 in FIG. 5). An access unit 630 for frame 2
may follow out-of-order, at least from a video playback per-
spective. However, information from frames 0 and 4 may be
used when encoding or decoding frame 2, and therefore frame
4 can be encoded or decoded prior to frame 2. Access units
640, 650 for the remaining frames between 1 and 4 may
follow, as shown.

As discussed above, during certain coding modes, a merge
list of motion vector candidates may be generated and one or
more of the motion vectors may be used to determine the
value of a current video block. The motion vector candidates
may include motion vector information from one or more
spatially neighboring video blocks (e.g., below-left (BL. 730),
left (L. 740), left-above (LA 750), above (A 760), and right-
above (RA 770)) as well as one temporally neighboring,
co-located video block (e.g., a temporal motion vector pre-
dictor, or TMVP (T 720)). These spatially neighboring video
blocks 730, 740, 750, 760, 770 and the TMVP 720 are illus-
trated in FIG. 7. In some embodiments, the current video
block 710 (e.g., the video block that is being coded) may
inherit or otherwise use the motion information (e.g., motion
vectors) of a selected neighboring video block. For example,
as illustrated in FIG. 7, video encoder (such as video encoder
20) does not signal the motion vector itself for a video block
710 coded in merge mode. Rather, an index value (e.g., index
values 0 to 4, as shown in FIG. 8) may be used to identify the
neighboring video blocks (such as a bottom-left neighbor
730, left neighbor 740, left-above neighbor 750, above neigh-
bor 760, or right-above neighbor 770) from which the current
video block 410 inherits its motion vector and motion infor-
mation.

In the merge mode, a merge motion vector (MV) candidate
list is typically generated. One example of a merge motion
candidate list 800 is illustrated in FIG. 8. In some embodi-
ments, the merge candidate list size value N (e.g., the maxi-
mum number of list entries) of the merge candidate list may
be signaled (e.g., at a slice header, etc.). According to the
current version of the HEVC specification, a merge MV can-
didate list size cannot be greater than five. However, in some
embodiments of this disclosure, the merge candidate list size
N may be greater than five.

In some embodiments, a merge MV candidate list 800 may
include one or more of the motion vectors of spatial neighbor
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blocks 730, 740, 750, 760, 770 and a temporally co-located
block (e.g., TMVP) 720, as shown in FIG. 7. Four of the five
spatial MV candidates and the temporal MV candidate are
stored as entries 810, 820, 830, 840, 850 in a merge MV
candidate list 800, as shown in FIG. 8.

FIG. 8 shows an illustrative example of a merge candidate
list 800 (also called a merge MV candidate list or a MV
candidate list 800) having five entries and up to four spatial
motion vector candidates added to the merge candidate list
(although in other embodiments, the candidate list may have
more or less than five entries and have more or less than four
spatial candidates added to the merge candidate list). Index
values for the five entries in the merge candidate list 800 start
at 0 and end at 4. The merge candidates may include spatial
candidates, for example as defined in HEVC, and other types
of candidates. As shown in FIG. 8, the TMVP 850 may be
added after spatial candidates at the end of the list 800, and
may have an index value of 4. Four other spatial motion vector
candidates, if available (e.g., containing valid motion infor-
mation), are added into the list 800: spatial MV1 810, which
may have an index of 0; spatial MV2 820, which may have an
index of 1; spatial MV3 830, which may have an index of 2;
and spatial MV4 840, which may have an index of 3. Each
spatial MV can be equal to or derived from any spatially
neighboring video block (e.g., blocks 730, 740, 750, 760,
770) to the current video block (e.g., block 710). In some
embodiments, if some merge candidates are not available, (or
if they are pruned or otherwise removed from the list 800)
other candidates can be added to the list. For example, spatial
candidate from block 750 may be added. As another example,
a candidate from a lower layer (e.g., a candidate from a base
layer, where the current video block 710 is in the enhance-
ment layer) can be added. In some embodiments, if some
merge candidates are not available, the TMVP 850 may have
an index less than 4.

Some merge candidates in the merge MV candidate list 800
may be compared with other merge candidates to determine if
values have been duplicated. MV candidates can be removed
from the merge MV candidate list 800 if the same MV is
already present in the merge MV candidate list 800. This
process may be referred to as pruning. For example, even if
five MV candidates are added to the merge MV candidate list
800, after the pruning process, the total number of unique MV
candidates could be smaller than five. In addition, the candi-
dates are considered in a particular, predetermined order. If a
candidate is not available (e.g., if it doesn’t exist), it will not
be added to the merge list. If it is available, the device will
determine if it should be pruned. For example, if a value
associated with the candidate under consideration is identical
to the value of another candidate that is the closest neighbor to
the candidate under consideration, the candidate under con-
sideration will not be added to the merge list. Merge list
pruning may be applied during or after merge list generation.
If'the total number of MV candidates after pruning is less than
five, additional artificial candidates, based on the ones
already inserted in the merge MV candidate list 800, may be
generated to fill up the MV candidate list 800. As a result, a
merge candidate list may be generated, and a video encoder
(e.g., video encoder 20) may signal, in the encoded video
bitstream, an index, corresponding to the selected MV can-
didates from the merge candidate list, in the bitstream to video
decoder 30.

Therefore, according to HEVC, the order and conditions in
which the MV candidates are considered and added to the
merge list are:

1. Left MV candidate (L. 740)

2. Above MV candidate (A 760)
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3. Above right MV candidate (RA 770)

4. Bottom left MV candidate (BL. 730)

5. Above left MV candidate (LA 750)

a. added if number of candidates in the list is less than 4

6. TMVP (T 720)

a. added if this candidate is used

Therefore, inefficient merge list construction can result when
the TMVP is notused. This inefficiency can result because the
HEVC merge list is limited to only five entries and a space in
the merge list is kept available for the TMVP, even when
TMVP is not used. Therefore, even though HEVC allows up
to five entries in the merge list, in some situations, one of the
list entries can remain unused. The merge list of five candi-
dates is used for illustrative purposes. Other numbers of can-
didates can also be used.

As described above, there are two modes for the prediction
of motion parameters: Merge mode and AMVP mode. While
the techniques of the present disclosure are described with
respect to the two modes, this is not meant to be limiting as the
techniques described herein can be applied to any type and
number of modes used for the prediction of motion param-
eters.

In one implementation, BL. motion information can be used
as a candidate in Merge and AMVP candidate lists. For
example, if BL. motion information is available, the BL
motion information can serve as a last candidate in Merge/
AMVP lists. Alternatively, BL. motion information can be
added depending on spatial scalability. For example, the base
layer motion vector (MV) is added to the end of the MV
predictor listin spatial scalability case, and the base layer MV
is put at the beginning of the MV predictor list for SNR
scalability case. In yet another implementation, BL. motion
information can be inserted always as a first candidate into
Merge/ AMVP candidate lists with an optional pruning pro-
cess as described in U.S. application No. 61/681,111 filed
Aug. 8, 2012, which is incorporated herein in its entirety by
reference. The other candidates in Merge and AMVP candi-
date lists can be reference blocks in the EL block (e.g., other
than the current ELL block) or in a temporally-located EL
block.

However, in some cases it may not be desirable to use the
BL motion information in the same way in both Merge and
AMVP modes when performing enhancement layer coding.
For example, when adding extensions to the existing HEVC
framework, it may be desirable to make as few changes as
possible. Designing an extension such that BL. motion infor-
mation is inserted as a first candidate in a Merge candidate list
may not require many changes to the existing HEVC frame-
work. However, designing an extension such that BL. motion
information is inserted as a first candidate in an AMVP can-
didate list may require several changes to the existing HEVC
framework.

Accordingly, the present disclosure includes extensions
that are designed so as to minimize the number of changes
made to the HEVC framework while still using BL. motion
information for enhancement layer coding. In the following
implementations, additional details are described in BL
motion information usage for enhancement layer coding.
Base Layer Motion Information Used in Candidate List

As described above, in the first group of methods, BL
motion information is inserted as a candidate into candidate
list of Merge/ AM VP modes. If necessary, a BL. motion vector
can be scaled according to the spatial resolution ratio of the
BL and EL.

In yet another implementation to the methods described
above, BL motion information can be inserted as a candidate
into the Merge/ AMVP candidate lists for EL, but the position
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or index of the BL motion vector candidate inside the candi-
datelist for EL can be dependent on what mode is applied. For
example, a BL. motion vector candidate can be inserted as a
first candidate for Merge mode and as a last candidate for the
AMVP mode. As another example, a BL motion vector can-
didate can be inserted as a last candidate for Merge mode and
as a first candidate for the AMVP mode. As another example,
a BL motion vector candidate can be inserted as a first can-
didate for Merge mode and as a first candidate for the AMVP
mode. As another example, a BL. motion vector candidate can
be inserted as a first candidate for Merge mode and not
included as a candidate for the AMVP mode. As another
example, a BL. motion vector candidate may not be included
as a candidate for Merge mode and can be included as a last
candidate for the AMVP mode.

In yet another implementation, the BL. motion information
can be selectively used in forming a candidate list for EL for
particular modes. For example, the B motion information
can be used as a candidate for Merge mode and not used as a
candidate for AMVP mode, or vice-versa.

The location of the co-located BL block from which the BLL
motion information is taken can be corners, centers, or other
sub-blocks ofthe BL block, and the location can be dependent
on certain conditions. FIG. 9 illustrates possible locations of
co-located BL blocks from which BL motion information can
be taken. As illustrated in FIG. 9, a base layer 900 includes a
BL block 910. The co-located BL sub-block from which the
BL motion information is taken can be any one of BL sub-
blocks 920A-920D.

Generally, all methods described in U.S. application No.
61/657,572 filed Jun. 8, 2012, which is incorporated in its
entirety herein by reference, are applicable to above use
cases. In particular, methods of using a non-downsampled
prediction mode are applicable to the use cases described
above. For example, non-downsampled prediction mode
information of a BL block can be obtained or received from
memory. The non-downsampled prediction mode informa-
tion of the BL block can include an intra-prediction mode of
the BL block, motion information of the BL block, and other
parameters that can be used to describe the behavior of the
prediction modes of the BL block. At least one of an EL. block
or prediction mode information of the EL. block can be pre-
dicted based on the non-downsampled prediction mode infor-
mation of the BL block. The prediction mode information of
the EL block can include an intra-prediction mode of the EL,
block, motion information of the EL block, or other param-
eters that can be used to describe the behavior of the predic-
tion modes of the EL block. The non-downsampled predic-
tion mode information of the BL block can be downsampled,
for example, to generate information for predicting the BL.
block. In some embodiments, the non-downsampled predic-
tion mode information of the BL. block can be downsampled
after predicting the at least one of the EL block or the predic-
tion mode information of the EL block.

In other embodiments, a BL block other than the co-located
BL block could be the BL block from which the BL. motion
information is taken. For example, a BL. block that neighbors
the co-located BL block could be the BL block from which
the BL motion information is taken.

In some embodiments, an index of the BL. motion vector
candidate in Merge/ AMVP candidates list can be dependent
on the size of coding units (CUs), the size of prediction units
(PUs), slice types, type or set of upsampling filters, modes of
EL blocks that neighbor a current EL block, etc.

In some embodiments, usage of the BL motion information
for certain modes can be dependent on the size of CUs, the
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size of PUs, slice types, type or set of upsampling filters,
modes of EL blocks that neighbor a current EL block, etc.

Additionally or alternatively, a temporal motion vector
prediction (TMVP) of the BL layer can serve as a motion
candidate in the Merge/ AMVP mode for EL prediction.

FIG. 10 illustrates an example method 1000 for decoding
video data. The method 1000 can be performed by one or
more components of video decoder 30, for example. For
example, the method 1000 can be performed by the motion
compensation unit 72 of the video decoder 30. In some
embodiments, other components may be used to implement
one or more of the steps described herein.

Atblock 1002, syntax elements extracted from an encoded
video bit stream are received. At block 1004, a candidate list
is determined for prediction of a current block based on the
syntax elements. In an embodiment, the video data comprises
a base layer and an enhancement layer. In a further embodi-
ment, the enhancement layer comprises a current block. In a
further embodiment, the base layer comprises a reference
block and base layer motion information associated with the
reference block.

At block 1006, a position of the base layer motion infor-
mation in a candidate list is determined based on a prediction
mode in a plurality of prediction modes used at the enhance-
ment layer. At block 1008, a prediction of the current block is
performed based at least in part on the candidate list.

FIG. 11 illustrates an example method 1100 for encoding
video data. The method 1100 can be performed by one or
more components of video encoder 20, for example. For
example, the method 1100 can be performed by the motion
estimation unit 42 of the video encoder 20. In some embodi-
ments, other components may be used to implement one or
more of the steps described herein.

Atblock 1102, a candidate list is determined for prediction
of a current block. In an embodiment, the video data com-
prises a base layer and an enhancement layer. In a further
embodiment, the enhancement layer comprises a current
block. In a further embodiment, the base layer comprises a
reference block and base layer motion information associated
with the reference block.

At block 1104, a position of the base layer motion infor-
mation in a candidate list is determined based on a prediction
mode in a plurality of prediction modes used at the enhance-
ment layer. At block 1106, a prediction of the current block is
performed based at least in part on the candidate list. At block
1106, residual data based on the predicted current block is
determined.

Merge List Construction without Temporal Motion Vector
Predictor

As described above, inefficient merge list construction can
result when the TMVP is not used. This inefficiency canresult
because the HEVC merge list is limited to only five entries
and a space in the merge list is kept available for the TMVP,
even when TMVP is not used. Therefore, even though HEVC
allows up to five entries in the merge list, in some situations,
one of the list entries can remain unused.

However, usage of the TMVP may be flagged in a sequence
parameter set. In addition, even when the TMVP is enabled
for a particular sequence, it can be enabled or disabled for
each slice. Therefore, knowledge of whether the TMVP is
going to be used can be used to determine whether to store an
additional spatial motion vector candidate in the merge list
instead of reserving a merge list entry for the TMVP. In other
embodiments, these techniques can be applied when TMVP
is not available. For example, TMVP is not available when a
co-located block is intra coded.
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In one embodiment, a merge list is constructed by remov-
ing all the conditions related to the availability or presence of
the TMVP, for a layer or view, which is not a base layer of
HEVC’s Scalable Video Coding (SVC) extension or a base
view of a of a multiview or 3DV extension.

In another embodiment, a merge list is constructed by
removing all the conditions related to the number of candi-
dates that are already present in the merge list. In this case,
since the list length (e.g., the number of entries in the list)
might exceed the maximum list size (e.g., five entries for
HEVC), list truncation may be used to reduce the list size.

In other embodiments, these techniques are applied to any
slice of any HEVC extension, or to any extension of any video
codec. In other embodiments, these techniques are applied to
single-layer, 2D video codec.

Merge List Construction for 2D Single-Layer Video

During HEVC merge list construction, one of the spatial
MYV candidates (e.g., the LA 750 MV candidate) is condition-
ally added to the merge list. However, if TMVP is not used
and the number of candidates in the merge listis already equal
to four, the fifth spatial MV candidate is not added. Instead,
one artificial MV candidate will be added to the merge list.
However, if the TMVP is not used, the fifth spatial MV
candidate could be included in the merge list. Therefore, in
one embodiment, the condition for adding the fifth spatial
MYV candidate to the merge list is modified such that merge
list construction occurs in the follow manner:

1. Left MV candidate (L. 740)

. Above MV candidate (A 760)
. Above right MV candidate (RA 770)
. Bottom left MV candidate (BL 730)
. Above left MV candidate (LA 750)

a. added if number of candidates in the list is less than 4

b. or added if TMVP (T 720) is not used

6. TMVP (T 720)
a. added if this candidate is used

Each candidate is considered in the order listed above. In
one embodiment, if the candidate is available and not pruned
(as discussed above) it is added to the list. The next candidate
inthe listis considered in a similar manner. The fifth (LA 750)
and sixth (TMVP T 720) candidates are considered according
to the additional conditions listed above (e.g., LA 750 is
added to the list if the number of candidates in the list is less
than four or if the TMVP T 720 is not used (e.g., if the flag
discussed above indicates that TMVP T 720 is not used)).
Merge List Construction for HEVC Extensions

In an extension of HEVC, the motion vector (MV) candi-
date (e.g., a base layer MV candidate) from a slice that has a
different layer_id than the current slice but in the same access
unit may be inserted into the merge list. For example, in some
cases, it is added as the first MV candidate in the merge list. If
the maximum merge list size is five, the forth spatial MV
candidate can be conditionally added to the merge list, in a
similar manner to how the fifth spatial MV candidate is added
to the merge list according to HEVC. In general, if the maxi-
mum merge list size is N, the N-1th spatial MV candidate can
be conditionally added to the merge list, in a similar manner
to how the fifth spatial MV candidate is added to the merge list
according to HEVC. Therefore, in one embodiment, spatial
MYV candidates are added to the merge list in the follow
manner:

1. Base layer MV candidate

2. Left MV candidate (L. 740)

3. Above MV candidate (A 760)

4. Above right MV candidate (RA 770)

5. Bottom left MV candidate (BL 730)

a. added if number of candidates in the list is less than 4

oW N
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6. Above left MV candidate (LA 750)

a. added if number of candidates in the list is less than 4

7. TMVP (T 720)

a. if this candidate is used

Each candidate is considered in the order listed above. In
one embodiment, if the candidate is available and not pruned
(as discussed above) it is added to the list. The next candidate
in the list is considered in a similar manner. The fifth (BL
730), sixth (LA 750), and seventh (TMVP T 720) candidates
are considered according to the additional conditions listed
above.

If the TMVP is not used, the fourth spatial candidate (e.g.,
BL) can also be included in the merge list. Therefore, in one
embodiment, merge list construction occurs in the following
manner:

1. Base layer MV candidate

2. Left MV candidate (L 740)

3. Above MV candidate (A 760)

4. Above right MV candidate (RA 770)

5. Bottom left MV candidate (BL 730)

a. added if number of candidates in the list is less than 4
b. or added if TMVP is not used

6. Above left MV candidate (LA 750)

a. added if number of candidates in the list is less than 4

7. TMVP (T 720)

a. if this candidate is used

Each candidate is considered in the order listed above. In
one embodiment, if the candidate is available and not pruned
(as discussed above) it is added to the list. The next candidate
in the list is considered in a similar manner. The fifth (BL
730), sixth (LA 750), and seventh (TMVP T 720) candidates
are considered according to the additional conditions listed
above.

In another embodiment, the merge list construction can
occur in a manner that combines techniques described above.
For example, in one embodiment, merge list construction
occurs in the following manner:

1. Base layer MV candidate

2. Left MV candidate (L 740)

3. Above MV candidate (A 760)

4. Above right MV candidate (RA 770)

5. Bottom left MV candidate (BL 730)

a. added if number of candidates in the list is less than 4
b. or added if TMVP is not used
6. Above left MV candidate (LA 750)
a. added if number of candidates in the list is less than 4
b. or added of TMVP is not used and number of candi-
dates in the list is less than 5
7. TMVP (T 720)
a. if this candidate is used

Each candidate is considered in the order listed above. In
one embodiment, if the candidate is available and not pruned
(as discussed above) it is added to the list. The next candidate
in the list is considered in a similar manner. The fifth (BL
730), sixth (LA 750), and seventh (TMVP T 720) candidates
are considered according to the additional conditions listed
above.

The conditions that the number of candidates in the merge
list is less than 5 when TMVP is not used for the fifth spatial
candidate (LA) and that the number of candidates in the
merge list is less than 4 for the fourth spatial candidate (BL)
is true under the HEVC standard. Therefore, this embodiment
may be utilized with both single layer HEVC (as discussed
above) and with extension to HEVC that include generating a
motion vector candidate list, such as a merge list.

In yet another embodiment, merge list construction is fur-
ther simplified by removing all conditions for including the
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spatial motion vector candidates in the merge list. Therefore,
in one embodiment, merge list construction occurs in the
following manner:
. Base layer MV candidate
. Left MV candidate (L. 740)
. Above MV candidate (A 760)
Above right MV candidate (RA 770)
. Bottom left MV candidate (BL 730)
. Above left MV candidate (LA 750)
. TMVP (T 720)
a. if this candidate is used

Each candidate is considered in the order listed above. In
one embodiment, if the candidate is available and not pruned
(as discussed above) it is added to the list. The next candidate
in the list is considered in a similar manner.

Methods described herein are also applicable if the maxi-
mum number of candidates in the merge list is different from
five. For example, if the maximum number of candidates is N,
the above-described third candidate would be the N-2 can-
didate and the above-described forth candidate would be the
N-1 candidate. Therefore, each method describe above could
be modified to check if the number of candidates in the list is
less than N-1 instead of 4, and less than N instead of 5, where
so indicated.

In some embodiments, spatial MV candidates are consid-
ered in different orders. For example, the methods need not
consider the spatial candidates in the L-A-RA-BL-LA order
discussed above.

In another embodiment, a base layer MV candidate can be
inserted as candidate number M, wherein M is in the range of
0 to N, inclusive. For example, the base layer MV candidate
need not be added to the list at the first position, or considered
as the first entry. It can be added to the list at any position.

If several MVs from a different layer or multiple different
layers are added to the merge list, similar conditions can be
added to the first, second and third spatial MV candidates.

As discussed above, although the above methods have been
described with respect to a merge mode (e.g., by creation of a
merge list), this is just an illustrative example. The same
techniques can be used in AMVP mode, as well. For example,
spatial condition removing in candidate list forming can be
applied in AMVP mode, as well. The methods described
above may be implemented in a video encoder or a video
decoder. For example, in one embodiment, a motion estima-
tion module or a motion compensation module of an encoder
ora decoder may be configured to implement any one or more
of the methods described above.

It is to be recognized that depending on the example, cer-
tain acts or events of any of the techniques described herein
can be performed in a different sequence, may be added,
merged, or left out altogether (e.g., not all described acts or
events are necessary for the practice of the techniques). More-
over, in certain examples, acts or events may be performed
concurrently, e.g., through multi-threaded processing, inter-
rupt processing, or multiple processors, rather than sequen-
tially.

In one or more examples, the functions described may be
implemented in hardware, software, firmware, or any combi-
nation thereof. If implemented in software, the functions may
be stored on or transmitted over as one or more instructions or
code on a computer-readable medium and executed by a
hardware-based processing unit. Computer-readable media
may include computer-readable storage media, which corre-
sponds to a tangible medium such as data storage media, or
communication media including any medium that facilitates
transfer of a computer program from one place to another,
e.g., according to a communication protocol. In this manner,
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computer-readable media generally may correspond to (1)
tangible computer-readable storage media which is non-tran-
sitory or (2) a communication medium such as a signal or
carrier wave. Data storage media may be any available media
that can be accessed by one or more computers or one or more
processors to retrieve instructions, code and/or data structures
for implementation of the techniques described in this disclo-
sure. A computer program product may include a computer-
readable medium.

By way of example, and not limitation, such computer-
readable storage media can comprise RAM, ROM,
EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash
memory, or any other medium that can be used to store
desired program code in the form of instructions or data
structures and that can be accessed by a computer. Also, any
connection is properly termed a computer-readable medium.
For example, if instructions are transmitted from a website,
server, or other remote source using a coaxial cable, fiber
optic cable, twisted pair, digital subscriber line (DSL), or
wireless technologies such as infrared, radio, and microwave,
then the coaxial cable, fiber optic cable, twisted pair, DSL, or
wireless technologies such as infrared, radio, and microwave
are included in the definition of medium. It should be under-
stood, however, that computer-readable storage media and
data storage media do not include connections, carrier waves,
signals, or other transient media, but are instead directed to
non-transient, tangible storage media. Disk and disc, as used
herein, includes compact disc (CD), laser disc, optical disc,
digital versatile disc (DVD), floppy disk and Blu-ray disc,
where disks usually reproduce data magnetically, while discs
reproduce data optically with lasers. Combinations of the
above should also be included within the scope of computer-
readable media.

Instructions may be executed by one or more processors,
such as one or more digital signal processors (DSPs), general
purpose microprocessors, application specific integrated cir-
cuits (ASICs), field programmable logic arrays (FPGAs), or
other equivalent integrated or discrete logic circuitry. Accord-
ingly, the term “processor,” as used herein may refer to any of
the foregoing structure or any other structure suitable for
implementation of the techniques described herein. In addi-
tion, in some aspects, the functionality described herein may
be provided within dedicated hardware and/or software mod-
ules configured for encoding and decoding, or incorporated in
a combined codec. Also, the techniques could be fully imple-
mented in one or more circuits or logic elements.

The techniques of this disclosure may be implemented in a
wide variety of devices or apparatuses, including a wireless
handset, an integrated circuit (IC) or a set of ICs (e.g., a chip
set). Various components, modules, or units are described in
this disclosure to emphasize functional aspects of devices
configured to perform the disclosed techniques, but do not
necessarily require realization by different hardware units.
Rather, as described above, various units may be combined in
a codec hardware unit or provided by a collection of interop-
erative hardware units, including one or more processors as
described above, in conjunction with suitable software and/or
firmware. Various examples have been described. These and
other examples are within the scope of the following claims.

What is claimed is:
1. An apparatus configured to code video data, the appara-
tus comprising:
a memory configured to store video data associated with a
base layer and an enhancement layer, wherein the base
layer comprises a reference block and base layer motion
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information associated with the reference block, and
wherein the enhancement layer comprises a current
block; and
a processor operationally coupled to the memory and con-
figured to:
determine a position of the base layer motion informa-
tion in a candidate list based on a prediction mode in
a plurality of prediction modes used at the enhance-
ment layer, wherein the candidate list comprises one
of'a merge candidate list or an advanced motion vec-
tor prediction (AMVP) candidate list for inter-layer
motion vector prediction, and wherein the base layer
motion information is one of a first candidate in the
merge candidate list or a last candidate in the AMVP
candidate list;
perform a prediction ofthe current block based at least in
part on the candidate list to determine a predicted
current block;
decode an encoded video bit stream to determine trans-
form coefficients;
inverse transform the transform coefficients to deter-
mine a residual value of the current block; and
determine a reconstructed version of the current block
based on the residual value and the predicted current
block.
2. The apparatus of claim 1, wherein the processor is fur-
ther configured to selectively use the base layer motion infor-
mation in forming an order in the candidate list.
3. The apparatus of claim 1, wherein the processor is fur-
ther configured to selectively use the base layer information
in forming the candidate list based on the prediction mode in
the plurality of prediction modes used at the enhancement
layer.
4. The apparatus of claim 1, wherein the memory unit is
further configured to store video data associated with a plu-
rality of spatially neighboring video blocks with respect to the
current block and optionally at least one temporally neigh-
boring video block with respect to the current block, and
wherein the processor is further configured to:
obtain a flag that indicates whether the temporally neigh-
boring video block is used to code the current block; and

include at least one of the spatially neighboring video
blocks in the candidate list in response to the flag indi-
cating that the temporally neighboring video block is not
used.

5. A method for decoding video data, the method compris-
ing:

receiving syntax elements extracted from an encoded video

bit stream;

determining a candidate list for prediction of a current

block based on the syntax elements, wherein the video
data comprises a base layer and an enhancement layer,
and wherein the enhancement layer comprises a current
block, wherein the base layer comprises a reference
block and base layer motion information associated with
the reference block;

determining a position of the base layer motion informa-

tion in the candidate list based on a prediction mode in a
plurality of prediction modes used at the enhancement
layer, wherein the candidate list comprises one of a
merge candidate list or an advanced motion vector pre-
diction (AMVP) candidate list for inter-layer motion
vector prediction, and wherein the base layer motion
information is one of a first candidate in the merge
candidate list or a last candidate in the AMVP candidate
list; and



US 9,392,268 B2

29

performing a prediction of the current block based at least
in part on the candidate list to determine a predicted
current block.

6. The method of claim 5, further comprising generating an
order in the candidate list based on a selective use of the base
layer motion information.

7. The method of claim 5, further comprising generating
the candidate list based on a selective use of the base layer
information and based on the prediction mode in the plurality
of prediction modes used at the enhancement layer.

8. The method of claim 5, further comprising:

decoding the encoded video bit stream to determine trans-

form coefficients;
inverse transforming the transform coefficients to deter-
mine a residual value of the current block; and

determining a reconstructed version of the current block
based on the residual value and the predicted current
block.

9. The method of claim 5, wherein the video data comprises
a plurality of spatially neighboring video blocks with respect
to the current block and optionally at least one temporally
neighboring video block with respect to the current block, the
method further comprising:

obtaining a flag that indicates whether the temporally

neighboring video block is used to decode the current
block; and

including at least one of the spatially neighboring video

blocks in the candidate list in response to the flag indi-
cating that the temporally neighboring video block is not
used.

10. A non-transitory computer-readable medium having
stored thereon code that, when executed, causes an apparatus
to:

determine a candidate list for prediction of a current block,

wherein the video data comprises a base layer and an
enhancement layer, wherein the enhancement layer
comprises a current block, and wherein the base layer
comprises a reference block and base layer motion infor-
mation associated with the reference block;

determine a position of the base layer motion information

in a candidate list based on a prediction mode in a plu-
rality of prediction modes used at the enhancement
layer, wherein the candidate list comprises one of a
merge candidate list or an advanced motion vector pre-
diction (AMVP) candidate list for inter-layer motion
vector prediction, and wherein the base layer motion
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information is one of a first candidate in the merge
candidate list or a last candidate in the AMVP candidate
list; and

perform a prediction of the current block based at least in

part on the candidate list.

11. The medium of claim 10, further comprising code that,
when executed, causes an apparatus to generate an order in
the candidate list based on a selective use of the base layer
motion information.

12. The medium of claim 10, further comprising code that,
when executed, causes an apparatus to generate the candidate
list based on a selective use of the base layer information and
based on the prediction mode in the plurality of prediction
modes used at the enhancement layer.

13. The medium of claim 10, wherein the video data com-
prises a plurality of spatially neighboring video blocks with
respect to the current block and optionally at least one tem-
porally neighboring video block with respect to the current
block, further comprising code that, when executed, causes
an apparatus to:

obtain a flag that indicates whether the temporally neigh-

boring video block is used to encode the current block;
and

include at least one of the spatially neighboring video

blocks in the candidate list in response to the flag indi-
cating that the temporally neighboring video block is not
used.
14. A video coding device that codes video data, the video
coding device comprising:
means for determining a candidate list for prediction of a
current block, wherein the video data comprises a base
layer and an enhancement layer, wherein the enhance-
ment layer comprises a current block, and wherein the
base layer comprises a reference block and base layer
motion information associated with the reference block;

means for determining a position of the base layer motion
information in a candidate list based on a prediction
mode in a plurality of prediction modes used at the
enhancement layer, wherein the candidate list comprises
one of a merge candidate list or an advanced motion
vector prediction (AMVP) candidate list for inter-layer
motion vector prediction, and wherein the base layer
motion information is one of a first candidate in the
merge candidate list or a last candidate in the AMVP
candidate list; and

means for performing a prediction of the current block

based at least in part on the candidate list.
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